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Abstract— Analytical bounds on the performance of con-
catenated codes on a tree structure are obtained. Analytical
results are applied to examples of parallel concatenation of
two codes (turbo codes), serial concatenation of two codes,
hybrid concatenation of three codes, and self concatenated
codes, over AWGN and fading channels. Based on the anal-
ysis, design criteria for the selection of component codes are
presented. Asymptotic results for large interleavers are ex-
tended to MPSK modulations over AWGN and Rayleigh fad-
ing channels. Simulation results are only given for examples
of coded modulation and fading channels.

1.

Turbo codes proposed by Berrou et al. repre-
sent a recent breakthrough in coding theory [1],
which has stimulated a large amount of new re-
search. These codes guarallel concatenated con-
volutional codegPCCC) whose encoder is formed
by two (or more)constituentsystematic encoders
joined through one (or more) interleavers. Analyt-
ical performance bounds for PCCC with uniform
interleaver and maximum likelihood receiver were
obtained in [2], and [3] for AWGN channel, and
in [4] for Rayleigh fading channel with binary mod-
ulation.

Parallel concatenated convolutional codes yield
very large coding gains (10-11 dB) at the expense
of bandwidth expansion. Trellis coded modulation
(TCM) proposed by Ungerboeck in 1982 [5] is now
a well-established technique in digital communica-
tions. In essence, it is a technique to obtain signif-
icant coding gains (3-6 dB) sacrificing neither data
rate nor bandwidth. In [6] and references there for
prior work, TCM was merged with PCCC in or-
der to obtain large coding gains and high bandwidth
efficiency. It is called parallel concatenated trel-
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lis coded modulation (PCTCM), also addressed as

“turbo TCM”. Later we considered merging TCM
with the recently discoverederial concatenated
convolutional code¢SCCC) [7]. We refer to the

turbo trellis coded modulation and serial trellis
coded modulation, over Rayleigh fading channels
for mobile communications. New concatenations
of three codes, calledybrid concatenated convo-
lutional codegHCCC), and their special cassglf
concatenated codésre introduced, analyzed, and
design rules for these codes are presénted

2. Analytical Bounds on the Performance of
Codes over AWGN and Fading Channels

Consider a lineafn, k) block codeC with code rate
R. = k/n and minimum distancé;,. An upper
bound on the bit-error probability of the block code
C over memoryless binary-input channels, with co-
herent detection, and, using maximum likelihood
decoding, can be obtained as
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whereEy /Ny is the signal-to-noise ratio per bit, and
AS | for the block codeC represents the number of
codewords of the block code with output weidht
associated with an input sequence of WeighlAg’h

is the input—output weight coefficient (IOWC). The
function D(-) represents the pairwise error proba-
bility which is a monotonic decreasing function of
the signal to noise ratio and the output weigit
For AWGN channels we hav® (R:Ep/Np, h) =
Q(+/2R. h E,/Np). For fading channels, assuming
coherent detection, and perfect Channel State Infor-
mation (CSI) the conditional pairwise error proba-
bility is given by
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The Q function can be represented as [10]
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concatenation of an outer convolutional code withan To obtain the unconditional pairwise error probabil-

inner TCM as serial concatenated TCM (SCTCM).
In this paper we propose a design method for

ity, we have to average over the joint density function

1A special case of self concatenated codes where the interleaver
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duplicate, was proposed by Berrou [8]

2A strictly related paper [9] presents the iterative decoding of

various forms of code concatenation discussed in this paper



of fading samples. For simplicity, assume indepen-
dent Rayleigh fading samples. This assumption is
valid if we use an interleaver after the encoder and
a deinterleaver before the decoder. Thus the fading w
sampleg; arei.i.d. random variables with Rayleigh
density of the formf (p) = 2pe**. Using (1) ,(2),
(3) and results in [11], by averaging the conditional
bit error rate over fading we obtain
h
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We can further upper bound the above result and 2.2. Design of Concatenated Codes

obtain [11]
1 n k w e h
P=3 h;:m u; ek [ } ® e replacingAS , in (1) with the result obtained in

(6) for large interleavers. The reason for the good

All these results apply to convolutional codes as performance of concatenated codes with input block

well, if we construct an equivalent block code from  sjze ofN symbols is that the normalized coefficients

the convolutional code. Obviously resultsapplyalso AC /N decrease with interleaver size. For a given

to concatenated codes including parallel and serial sighal to noise ratio and large interleavers the max-

Fig. 1. Example of concatenated codes with tree struguse
{1,2,7},% =1{2,4,6,8,9}

Design of concatenated codes is based on the

1 asymptotic behavior of the upper bound in (1) af-

1+ R.Ep/No

concatenations and other types of code concatenaimum component ofAC, /N over all input weights
tions discussed in this paper. As soon as we ob- y, and output weightd, is proportional toNe™,

tain the input—output weight coefficiem@.?uh for

with corresponding minimum output weighto ).

a particular concatenated code, we can compute its|f ,, < 0 then for a given SNR the performance

performance.

2.1. Computation of A, for Concatenated Codes
with Random Interleavers

The average input-output weight coefficienﬁg,h
for g concatenated codes with — 1 interleavers
can be obtained by averaging (1) over all possible
interleavers. This average is obtained by replacing
the actualth interleaveri(=1,2....,q — 1), that
performs a permutation of the; input bits, with an
abstract interleaver callatchiform interleaver [2],
defined as a probabilistic device that maps a given
input word of weightw into all distinct(" ) permu-
tations of it with equal probabilitp = 1/ (*).

For a concatenated code wijhcodes and] — 1
uniform interleavers, each constituent cdtlei €
& =1{1,2,...,q} is preceded by a uniform inter-
leaver of sizeN; except sayC; which is not pre-
ceded by an interleaver, but it is connected to the
input. Define the subsets of the sgthy 5 =
{i € 55:Ci connectedtoinput s, = {i € & :
C; connected to Channgland its complemers,.
With the knowledge of theé\ffji,hi for the constituent
codes using the concept of uniform interleaver, the

AC |, foraconcatenated code, with tree structure (see

Fig. 1), can be obtained as

Ain= 2, 2 Aun ]

hiiieso, hj:ies, iesqi#l

Ci
wi, hy

)

Note thatw; = w;i € s, andw;j = h; if Cj is
connected t&; by interleavem;.

(6)

of concatenated code improves as the input block
size is increased. If the input block size increases
then the size of interleavers used in the concatenated
code should also increase. Whap < 0 we say we
have “interleaving gain”. The more negativeni§

the more interleaving gain we can obtain. In order
to computexy we proceed as follows. Consider a
rateR = p/n convolutional cod€ with memoryv,

and its equivalentN /R, N — pv) block code whose
codewords are all sequences of lenitfR bits of

the convolutional code starting from and ending at
the zero state. By definition, the codewords of the
equivalent block code are concatenations of error
events of the convolutional codes. L/éifh’ j be the
input—output weight coefficients given that the con-
volutional code generatgserror events with total
inputweightw, and output weight (see Fig. 2). The

Ay n,j actually represents the number of sequences
of weighth, input weightw, and the number of con-
catenated error evenfswithout any gap between
them, starting at the beginning of the block. For
much larger than the memory of the convolutional
code, the coefficiemﬂxf,fh of the equivalent block
code can be approximated by

(")
j
whereny, the largest number of error events con-
catenated in a codeword of weidghtand generated

by a weightw input sequence, is a functionofand
w that depends on the encoder.
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Fig. 2. A code sequence mw hj

The largeN assumption permits neglecting the
length of error events compared b, which also
implies that the number of wayjsinput sequences
producingj error events can be arranged in aregister
of lengthN is Nj/p). The ratioN/ p derives from
the fact that the code has rgi¢n, and thusN bits
corresponds tdN/ p input symbols or, equivalently,
trellis steps. We are interested in large interleaver
lengths and thus use for the binomial coefficient the
asymptotic approximation
(1)~

j jr
Substitution of this approximation in the previous
equation yields

“’hNZ<J pJ) wh

Finally, substituting (9) in (6) for each constituent
code, and then the result in (1) gives the bit-error
probability bound in a desired form for design of
concatenated codes, from which we obtain

aM_max Zj,— Z wj —1

ies iesgi#l

(8)
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where j; denotes the number of concatenated erroé
events for codeC;. Computation ofxy depends

2

on the concatenated code structure and constltueﬁt 16°

codes. Nextwe obtaiA® h using (6), andy, using
(10), to compute upper bounds and design rules for
the following concatenated codes.

3. Parallel Concatenated Convolutional Codes

The structure of a parallel concatenated convolu-
tional code (PCCC) or “turbo code” is shown in
Fig. 3. Figure 3 refers to the case of two convo-
lutional codes, cod€; with rate R? = p/q;, and
codeC, with rateR? = p/qp, where the constituent
code inputs are joined by an interleaver of length

N, generating a PCC@p, with rate R, = %.
Note thatN is an integer multiple op. The input
block lengthk = N, and the output codeword length

n = n; 4+ n, as shown in Fig. 3.
3.1. Computation of input—output weight coefficient
(IOWC) A, for PCCC (turbo codes)
With the knowledge of th@\(:lh for codeC4, and
A%, for codeCy, using (6), IOWCAgf’h for PCCC

n1
.

Input data Cy

Rcl=p/;

To modulator
and channel

n2
C
2 —

R CZ =p/q>

interleaver|
N

Fig. 3. Parallel Concatenated Convolutional Codes (PCCC).

can be obtained as follows.

C1 Cz
ACp _ ACP _ Aw .1 X Aw h2
w,h - w,hl,hg - N
hl,hzi hl,hzi (w)
hi+ho=h hi+hy=h

(11)

hereACF’h -, is the number of codewords of the
PCCCwith outputwelghﬂsl,andhz associated with
an input sequence of weight.
Example 1 Considerarate 1/2 PCCC formed by two
identical 4-state convolutional codes: CdZiewith
rate 2/3 and cod€, with rate 1/1 (this is obtained by
not sending the systematic bits of the rate@48on-
volutional code). The inputs of encoders are joined
by a uniform interleaver of lengthi$ = 50, 100 and
256. Both codes are systematic and recursive, and
are shown in Fig. 4. Using the previously outlined
analysis for PCCC, we have obtained the bit-error
probability bounds shown in Fig. 4. The perfor-
mance is shown both for AWGN and Rayleigh fad-
ing channels.
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Fig. 4. Performance of rate 1/2 PCCC over AWGN and Rayleigh
Fading Channels

Using (10) we obtain the following results. If both
convolutional codes are recursive then < —1.
Any other choice of encoders resultsday > 0.
Thus, for allh = h; + hy, the coefficients of the
exponents im decrease wittN, and we always have
aninterleaving gain2].

Defined; et as the minimum weight of code-
words of a recursive codg;, i = 1, 2 generated by
weight-2 input sequences. We call it the effective
free Hamming distance of a recursive convolutional



code. To maximize thterleaving gaini.e., min-
imize N*™ corresponding to output weighf («y),

and hy(ay) we should maximize thé; ¢ ess, | =
1,2. The sumdy et + d2 1eff represents the ef-
fective free distance of the turbo code. Thus, sub-
stituting the exponend), into the expression for
bit error rate (5) approximated by keeping only the
term of the summation ih;, andh, corresponding
toh; = hl(am), andh, = hz(OlM), ylelds

:| d teff+02 feff

(12)

1

lim e ~BN?1 ——
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whereB is a constant independent M,

4. Parallel Concatenated Trellis Coded
Modulation

The basic structure of parallel concatenated trellis
coded modulation is shown in Fig. 5.
b
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Fig. 5. Block Diagram of the Encoder for Parallel Concatenated
Trellis Coded Modulation.

not sent

To Modulator

b+1

A

Mapping

This structure uses two ragéﬁ—l constituent convo-
lutional codes. The firdb most significant output
bits of each convolutional code are only connected
to the shift register of the TCM encoder and are not
mapped to the modulation signals. The last 1
least significant output bits however are mapped to
the modulation signals. This method requires atleast
two interleavers. The first interleaver permutes the
b least significant input bits. This interleaver is con-
nected to thé most significant bits of the second
TCM encoder. The second interleaver permutes the
b most significant input bits. This interleaver is then
connected to thb least significant input bits of the
second TCM encoder.

4.1. Design Criteria for PCTCM over Rayleigh
Fading Channels

To extend the asymptotic results we obtained
for binary modulation to M-ary Modulation (e.g.
MPSK), let x; represent the sequence of M-ary
output (complex) symbolsx; ;} of trellis codei
(i = 1,2). Complex symbols have unit average
power. Letx; represent another sequence of the
output symbols{x{qj}fori =1, 2. Then the asymp-
totic result in (12) should be modified to
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where, fori = 1, 2, n; is the set of aln; with the
smallest cardinalityd; ¢ eff such thatg , # x{!ni.
Thend; ;¢¢¢ represents the minimunM-ary sym-
bol) Hamming distance of trellis code(i = 1, 2)
correspondingto input Hamming distance 2 between
binary input sequences that produtig ¢t¢. The
diteff, I = 1,2 is also called the minimum diver-
sity of trellis codei. We note that the asymptotic
result on the bit error rate is inversely proportional
to the product of the squared Euclidean distances
along the error event paths which resultdin; e+
i=1,2. Therefore the criterion for optimization of
the component trellis codes is to maximize the min-
imum diversity of the code and then maximize the
product of the squared Euclidean distances which
result in minimum diversity.

4.2. 2 bits/sec/Hz PCTCM with 8PSK for AWGN
and Fading Channels

[

nzen2

The code we propose hbs= 2, and employs 8PSK
modulation in connection with two 8-state, rate 4/5
constituent codes. The selected code uses reordered
mapping: Ifb,, by, by represents a binary label for
natural mapping for 8PSK, whebg is the MSB and
bpisthe LSB, thenthe reordered mapping is given by
b,, (bo+by), bg. The effective Euclidean distance of
this code is§? .;; = 5.17 (unit-norm constellation
is assumed), using two interleavers.

The structure of this code is shown in Fig. 6, and
its BER for AWGN and Rayleigh fading channels in
Fig. 7. The size of each interleaver is 8192 bits.
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Fig. 6. Parallel Concatenated Trellis Coded Modulation, 8PSK,
2 bits/sec/Hz.

5. Serially Concatenated Convolutional Codes

The structure of a serially concatenated convolu-
tional code (SCCC) is shown in Fig. 8. Figure 8
refers to the case of two convolutional codes, the
outer codeC, with rate R = q/p, and the inner
codeC; with rate R. = p/m, joined by an inter-
leaver of lengthN bits, generating an SCCCs
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Fig. 7. BER Performance of Parallel Concatenated Trellis Coded
8PSK, 2 hits/sec/Hz.

with rateR; = k/n. Note thatN must be an integer
multiple of p. The input block size i« = Nqg/p
and the output block size of SCCCris= Nm/ p.

INNER
CODE

RATE = p/m

| OUTER
CODE

RATE = g/p

INTERLEAVER
LENGTH = N

Fig. 8. Serial Concatenated Convolutional Codes (SCCC).

5.1. Computation of input—output weight coeffi-
cient (IOWC) A3, for SCCC

With the knowledge of thé, for the outer code,

", forthe inner code, and using (6), the IOWGS,
for SCCC can be obtained as

Co C
A < A,

(%)

|
Example 2. Consider a rate 1/2 SCCC formed by
a 4-state convolutional codg, with rate 1/2 and
an inner 2-state convolutional co@g with rate 1/1
(this is obtained by not sending the systematic bits of
the rate 1/ZC; convolutional code). The two codes

are joined by a uniform interleaver. Input blocks of
lengthN = 50, 100 and 256 were considered. The

N
Cs
Aw,h

(13)

1=0

outer code is a nonrecursive code, the inner code
is systematic and recursive, and the generators are

shown in Fig. 9. Using the previously outlined anal-
ysis for SCCC, we have obtained the bit-error prob-
ability bounds shown in Fig. 9. The performance
was obtained both for AWGN and Rayleigh fading
channels. Comparing to Fig. 4, the performance of
SCCC is better than PCCC both over AWGN and
fading channels.

Using (6) we obtairnxy and the corresponding
output weighth(ay). If the inner convolutional

. ) do+1
code is recursive theay — { ! J whered?

2

9 k=Input block size (bits)
5
Ep/Ng, dB

0 1 2 3 4 10

Fig. 9. Performance of rate 1/2 SCCC over AWGN and Rayleigh
Fading Channels

is the free (minimum) distance of the outer convo-
lutional code.

The value ofay shows that the exponents bf
are always negative integers. Thus, for kallthe
coefficients of the exponents ndecrease withN,
and we always have an “interleaving gain”.

Define d} . as the minimum weight of code-
words of the inner code generated by weight-2 input
sequences. We obtain a different weigli),) for
even and odd values df. For everd?, the weight
h(ay) associated to the highest exponentNofis
given by

dod:
o) = === (14)
Ford{ odd, the value oh(ay) is given by
d? — 3)d!
he) — (fiz)fff Th® (s)

whereh® is the minimum weight of sequences of
the inner code generated by a weight-3 input se-
qguence.

Thus, substituting the exponeat, into the ex-
pression for bit error rate in (5) approximated by
keeping only the term of the summationhircorre-

sponding tch = h(ay) yields
h(am)
] (16)

0
df+1
2

whereB is a constant independent Nf.

1
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6. Serial Concatenated Trellis Coded
Modulation

The basic structure of serially concatenated trellis
coded modulation is shown in Fig. 10.

We propose a novel method to design serial con-
catenated TCM for Rayleigh fading channels, which
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Fig. 10. Block Diagram of the Encoder for Serial Concatenated
Trellis Coded Modulation.

achieved bits/sec/Hz, using a ratd2(2b+ 1) non-
recursive binary convolutional encoder with maxi-
mum free Hamming distance as outer code. We
interleave the output of the outer code with a ran-
dom permutation. The interleaved data enters a rate
(2b+1)/(2b + 2) recursive convolutional inner en-
coder. The B + 2 output bits are mapped to two
symbols belonging to a’2* level modulation (four
dimensional modulation). In this way, we are using
2b information bits for every two modulation sym-
bol intervals, resulting i bit/sec/Hz transmission
(when ideal Nyquist pulse shaping is used) or, in
other wordsp bits per modulation symbol. For the
AWGN channel the inner code and the mapping are
jointly optimized based on maximizing the effec-
tive Euclidean distance of the inner TCM. The op-
timum 2-state inner trellis code is shown in Fig. 11.
The effective Euclidean distance of this code is 1.76
(for unitnorm constellation) and its minimum M-ary
Hamming distance is 1.
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Fig. 11. Optimum 2-state inner trellis encoder for SCTCM with
2x 8PSK Modulation.

6.1. Design Criteria for SCTCM over Rayleigh
Fading Channels

To extend the asymptotic results obtained for
binary modulation to to M-ary modulation (e.g.,
MPSK), criteria similar to those discussed for paral-
lel concatenated trellis coded modulation (PCTCM)
are now applied to serial concatenated trellis coded
modulation (SCTCM). The interleaving gain is still
N~L@+D/2 “however now the minimum diversity

dod, (d?-3)d|
is <" for evend?, and———<* + h(3 for odd

feff
d?, Wheredfeff represents the minimum (M-ary
symbol) Hamming distance of the inner trellis code
corresponding to input Hamming distance 2 between
binary input sequences to the trellis code that pro-
duced .. Therefore the criterion for optimizing

result in minimum diversity. For odd?, first we
maximized} .;;, then among the codes with maxi-
mumd} ¢, we maximizen(?, the minimum (M-ary
symbol) Hamming distance of the inner trellis code
correspondingto input Hamming distance 3 between
binary input sequences to the trellis code that pro-
duceh®. Asis seen from the previous results, large
d? produces large interleaving gain and diversity.

6.2. Design Method for Inner TCM

To illustrate the design methodology we developed
the following example. Letthe eight phases of 8PSK
wi/4,i =0,1,...,7bedenoted by0, 1, 2, 3, 4, 5,

6, 7}. Consider theBPSK signal sefy = [(0, 0),
(1,3, (2,6), 8D, (44, (57, (6,2, (7,9)]
Each element in the set has two components. The
second component is 3 times the first one modulo 8.
Also consider the @BPSK signal seBy = [(0, 0),
(1,9), 2,2), 3,7, (4.4, 51, (66), (7,3)]
Each element in the set has two components. The
second component is 5 times the first one modulo
8. For these sets, the Hamming distance between
elements in each set is 2, and the minimum of the
product of square Euclidean distances is the largest
possible.

The following sets are constructed froAy and
Boas: Ay = Ao+ (0,2), Ay = Ag+ (0,4), As =
Ao+ (0,6), Ay = Bo+(0,1), As = By + (0,3),

As = Bo + (0,5), A, = By + (0, 7), where ad-
dition is component-wise modulo 8. Map the first
and last 2 bits of input labels to the 8PSK signals as
{00,00,01,01,11,11,10,10} = {0,1,2,3,4,5,

6, 7}.

The fifth bit for the input label is the parity check
bit. Use an even parity check bit for signal sets
Ao, A4, A1, Asand an odd parity check bit for signal
setsAy, As, Az, A;. This completes the input label
assignments to signal sets.

Now the Hamming distance between input labels
foreachsef; i=0,1,2,..,7,isatleast2 andthe cor-
responding M-ary Hamming distance between sig-
nalelementsin each setis2. Consider a4-state trellis
code with full transition. Assigi\g, Az, A4, As, tO
the first state, ané\;, Az, As, A;tothe second state,
and permutations of these sets to the third and fourth
states. This completes the input label an@RSK
signal set assignments to the edges of the 4-state
trellis. Therefore the minimum Hamming distance
of the 4-state trellis code is 2. At this point to obtain
a circuit that generates this trellis we need to use an
output label. We used reordered mapping as it was
discussed before to obtain the circuit for the encoder.

The implementation of the 4-state inner trellis
code is shown in Fig. 12. The ROM maps 32 ad-

the inner trellis code in SCTCM is to maximize the dresses in the range of 0 to 31 to a single output.
minimum diversity of the code and then maximize The 32 binary outputs can be summarized in hex as
the product of the squared Euclidean distances which 3A53ACCS.



Bit Error Rate

by —o M — > ] plus aN;-bit and aN,-bit interleaver. This gives
b —> i >(% 8 an HCCC with overall ratdR. = k/(n; + ny). In
3 . s special case the outer code can be a repetition code.
b, o . S > Further if the parallel code is rate 1, 1-state code
s X |- (no code) we obtain self concatenated code which is
by o> J — > discussed in the next section.
> 8
0 yynyt - b "
ROM >?—>‘ D |*>é_" D }”?4)_ 107
10"
Fig. 12. 4-state inner trellis encoder for SCTCM witkBPSK 10°

modulation for Rayleigh fading.

Simulation

7. Simulation of Serial Concatenated Trellis ° 1°7: Notases
Coded Modulation with Iterative Decoding o] | Lcapay

In this section the simulation resullts for serial con-  =” . \D
catenated TCM, with 28PSK over the Rayleigh v
fading channel are presented. For SCTCM with ~ “ = ~ o ~ 1 = g " & "5 & "7 e
2x8PSK, the outer code is a rate 4/5, 8-state nonre- Fig. 14. A hybrid concatenated code, bounds, simulations.
cursive convolutional encoder witlf = 3, and the Using (6) we obtain
inner code isthe 4-state TCM designed fari@P SK
in subsection 6.2. The bit error probability vs. bit N2 ACe o ACo o A|C|

. . . h Ch w,hy w,| ,hy
signal-to-noise ratid&y,,/ N, for various numbers of Ashin, = Z N a7
iterations is shown in Fig. 13. The performance 1=0 ('l\}}) ( |2)
of the inner 2-state code in Fig. 11 is also shown - Ch ; )
in Fig. 13for the input block of 16384 bits. This _ c CoeficientsA,ij, can be obtained by sum

w

example demonstrates the power and bandwidth ef- MNI A, n, 0ver allhy, andh; such thahy +h; =
ficiency of SCTCM, over a Rayleigh fading channel h. Ay is the number of codewords 6% of weight
at low BERSs. I given by the input sequences of weight Anal-
1w’ TN ogous definitions apply fovﬂ\gf’h1 and Afjhz. We
\ - feraton=s have computed the bound in (1) over AWGN for
10 \neg;gyg teration=6\\ a specific rate 1/4 HCCC formed by a 4-stélg
e (recursive, systematicR? = 1/2), where, as in
“turbo codes”, the systematic bits are not transmit-
“‘ ted, a 4-stateC, (nonrecursive,R0 = 1/2), and
10? Vo a 4-stateC; (recursive, systematicR, = 2/3),
ieration=6 joined by two interleavers of lengthsl; = N

2-state

5 teraton=a| | and N, = 2N. The respective generator matrices

10 4-state |

14 D? 2 2
\\ are[ 1L 5% ][ 1+D+D? 1+D? |, and

10 \ b 1, 0, (1+D?»/(1+D+D? .
[ 0. 1 (14D)/(1+D+D? ] The BER perfor

o7 mance bounds show a very significant interleaving
| gain , i.e., lower values of BER for higher val-
ues ofN. At E,/N, = 3 dB, BER is 3x 1075,

)

10 Fading
AWGN
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3.0 40 50 60 70 8 x 1(T7, 4 x 109, 1010, and 2x 1&11, for
EoNo. B N = 20,40,100 200 300, respectively. Simu-
Fig. 13. Performance of Serial Concatenated Trellis Coded Mod- lation of the proposed iterative decoder produced
ulation, 8-state outer, 2-state or 4-state inner, wii8PSK, BER=10"7 at Ep/No = 0.2 dB, with 15 iterations
2 bits/sec/Hz andN = 16384, as shown in Fig. 14.

8. Hybrid concatenated convolutional codes 8.1. Design of HCCCs

The hybrid structure shown in Fig. 14 includes 1° €valuatexy, again we use (10). I€; is nonre-
a parallel convolutional codeC,, with rate RP = cursive, andC, or C, are nonrecursive then we have
k/n, and equivalent block code representation @M = 0, and interleaving gain is not allowed. Gf
(N1/R?, Ny), an outer (N1/R?, Ny) codeC, with is nonrecursive, and bot@i, andC, are recursive
rate R® = k/p, (this code can be a repetition code), then we havexy = —1, and interleaving gain is
aninner (No/R., Np) codeC; with rateRi. = p/n, allowed, as for “turbo codes”. [&; is recursive, and



Cp is nonrecursive we havey < — | (d? + 1)/2J, erate at mosj = Lp—;J error events. In this case

and interleaving gain is allowed, as in serial concate- the exponent oN is negative. Thus, we have an

nated codes. I€; is recursive, an, is recursive interleaving gain For p = 2, the maximum expo-
nent ofN is —1, and the minimum output weight is

we haveay < — L(d? + 3)/2J, and interleaving h+w = dy er + 1. Forp = 3, the maximum expo-
gain is higher than for serial concatenated codes. nent ofN is —2, and the minimum output weight is
Based on the above analysis, in order to achieve thep 4y = h® 4 1. However, ifh = h® = oo then
highest interleaving gain in HCCCs, we should se- the minimum output weight is + w = 3ds eff + 2.
lect the component codes as follows: a recur§ive _

arecursiveC,; C, can be either nonrecursive or re- 10. Conclusions

cursive but should have larg. Next we consider General analytical upper bounds and design rules
the weight(em) which is the sum of output weights  for concatenated codes with interleavers over AWGN,
of Ci andCj, associated to the highest exponent of and Rayleigh fading channels were presented.

N. We haveh(am) = d?d! /2 + df, for df even,
andh(am) = (d? —3)d /2 + h@ + dfy, for d?
odd, wheré? is the minimum weight of codewords The work described in this paper has greatly ben-

of C; generated by a weight 3 input sequence, and €fited of the scientific collaboration of the authors
d_, andd®, are the effective free distances ©f with S. Benedetto, and G. Montorsi of the Politec-
andC,. nico di Torino, Torino, Italy.
Dariush Divsalar would like to thank the organiz-
9. Self-Concatenated Code ing committee of the International Symposium on
Consider a self concatenated code as shown inTurbo Codes, ENST, and in particular Dr. Claude
Fig. 15. This code can be considered as special caséBerrou, for inviting him and making his participa-
of hybrid concatenated code when the outer code is tion in the symposium possible.
rate 1/p repetition code, and parallel code is a rate
1, 1-state code (no code). Since one nontrivial code
is used we call it self concatenated code.
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